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However, it still takes up to twenty seconds for me to find what’s in a directory when I 

double-click it.double-click it.
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From 1987, seminal paper being Ray Tracing Jell-O Brand Gelatin
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http://amphi-gouri.org/cv/2001/
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Upper left: Whitted, Upper Right: William Hollingworth

http://web2.iadfw.net/will/gallery.html, Lower Left: Henrik Wann Jensen http://web2.iadfw.net/will/gallery.html, Lower Left: Henrik Wann Jensen 

http://graphics.ucsd.edu/~henrik/images/, Lower Right: Ken Musgrave 

kenmusgrave.com

7



Apply the samples where you think you need them. So many criteria to choose from 

(color differences, shadow edges, texture frequencies, change in Phong lobe, etc.)(color differences, shadow edges, texture frequencies, change in Phong lobe, etc.)
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1984 by Tom Porter, Pixar, Blocks by Matt Roberts http://www.irtc.org/stills/2006-10-

31.html, DOF by Jason Waltman http://www.jasonwaltman.com/graphics/rt-dof.html31.html, DOF by Jason Waltman http://www.jasonwaltman.com/graphics/rt-dof.html
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Left http://commons.wikimedia.org/wiki/Image:Raytracing-Boiler.jpg. Right by Gilles 

Tran, http://commons.wikimedia.org/wiki/Image:Glasses_800_edit.png, both from the Tran, http://commons.wikimedia.org/wiki/Image:Glasses_800_edit.png, both from the 

useful page http://commons.wikimedia.org/wiki/Category:3D_computer_graphics
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The one on the left is ray traced, you can see the barbershop mirror effect to infinity. On 

the right recursive environment mapping and “reflect and clip through a plane” is used the right recursive environment mapping and “reflect and clip through a plane” is used 

for this rasterized image.
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http://www.graphicshardware.org/program.html, http://www.cs.ucf.edu/~mali/
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Akenine-M¨oller, Tomas, Jacob Munkberg, and Jon Hasselgren, “Stochastic 

Rasterization using Time-Continuous Triangles,” Graphics Hardware, pp. 7–16, Rasterization using Time-Continuous Triangles,” Graphics Hardware, pp. 7–16, 

August 2007.

14



HP hardware in the late 1980’s supported spline surfaces with trimming curves. Beyond 

cracking, you also had to avoid getting too close to a spline: data explosion, took forever cracking, you also had to avoid getting too close to a spline: data explosion, took forever 

to draw. I’ll be interested to see how DirectX 11’s tessellation engine is used to avoid the 

“I’m standing on the earth, looking at the horizon” problem.

Other examples: N-patches (PN triangles) never caught on.
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Michal Varnuška; http://herakles.zcu.cz/~miva/index.php?prom=projects&lang=en

By the way, how does a ray tracer trace constant-width edges on a surface? Not obvious 

to me.
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There is an option in SPD that does tessellate everything into polygons, by the way… It’s 

the databases themselves that are sketchy: we just don’t use that many quadrics in the databases themselves that are sketchy: we just don’t use that many quadrics in 

“real” scenes.
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About the z-buffer algorithm. Brute force beats elegance on transistor count. Uniform 

data structures much cheaper to put into silicon.data structures much cheaper to put into silicon.

128 MB in 1971 would have cost $50,688 in 2008 dollars.

This same quote is often applied to ray tracing nowadays, as far as performance goes.
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Very little reflection here, and not needed. Maybe 10% of objects in a normal view of 

the world are reflective.the world are reflective.
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Zhang, Fan, Hanqiu Sun, and Oskari Nyman, “Parallel-Split Shadow Maps on 

Programmable GPUs,” in Hubert Nguyen, ed., GPU Gems 3, Addison-Wesley, pp. Programmable GPUs,” in Hubert Nguyen, ed., GPU Gems 3, Addison-Wesley, pp. 

203–237, 2007.
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Research in rasterization field is getting quite good.
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So, what are the ray tracing buffers you use? None? Not surprising, if you’re not on a 

GPU.GPU.
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Hasselgren, J., T. Akenine-Möller, and L. Ohlsson, "Conservative Rasterization," in Matt 

Pharr, ed., GPU Gems 2, Addison-Wesley, pp. 677-690, 2005. Pharr, ed., GPU Gems 2, Addison-Wesley, pp. 677-690, 2005. 

http://developer.nvidia.com/object/gpu_gems_2_home.html

First mention I know of rotated-grid idea for reflections is John Wallace’s thesis (Cornell 

Univ.).
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Vlachos, Alex, “Approximating Fish Tank Refractions,” in Mark DeLoura, ed.,Game

Programming Gems 2, Charles River Media, pp. 402–405, 2001.Programming Gems 2, Charles River Media, pp. 402–405, 2001.
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How it works.
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This one amazed me when I confirmed with Martin Mittring that it was from a 

rasterizer. Astounding what relief mapping + shadows can do!rasterizer. Astounding what relief mapping + shadows can do!

31



Using Kr¨uger, Jens, and R¨udiger Westermann, “Acceleration Techniques for 

GPU-based Volume Rendering,” IEEE Visualization 2003, pp. 287–292, 2003. GPU-based Volume Rendering,” IEEE Visualization 2003, pp. 287–292, 2003. 

Image from  Tatarchuk, Natalya, and Jeremy Shopf, “Real-Time Medical 

Visualization with FireGL,” SIGGRAPH 2007, AMD Technical Talk, August 2007.
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The Demo Scene’s done RTRT for awhile, too. “Heaven seven” by exceed is a lovely 

example.example.
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http://www.idfun.de/temp/q4rt/, Benchmark: 

http://www.pcper.com/article.php?aid=506&type=experthttp://www.pcper.com/article.php?aid=506&type=expert

http://www.tomshardware.com/reviews/vga-charts-viii,1184-11.html
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4-25 million quads or so… subdivision surface ray tracing might be helpful here. 

Rasterization breaks down beyond the 2x2 size. But why would we want much smaller? Rasterization breaks down beyond the 2x2 size. But why would we want much smaller? 

LOD should get used at this resolution.

http://area.autodesk.com/mudbox_preview
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Sorting from front to back helps GPU rasterization perform optimally.

After frustum and LOD, you still have to rendering everything visible, as occlusion culling After frustum and LOD, you still have to rendering everything visible, as occlusion culling 

is tough to use well.

Triangles smaller than 2x2 waste pixel shader processing (“fake” pixels rendered for 

derivatives on surface)

“Cache is king” and “Space is Speed” are from 

http://www.gotw.ca/publications/concurrency-ddj.htm, as well as “Andy giveth, Bill 

taketh away”
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Film rates can vary from 20 minutes a frame to 20 hours a frame (glory shots), so don’t 

bother using it as a yardstick (though we still do).bother using it as a yardstick (though we still do).
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The constant cost question comes from Johan Andersson, DICE. 

http://www.graphicshardware.org/program.htmlhttp://www.graphicshardware.org/program.html
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I don’t entirely buy this (an FPU used to be a special purpose processor), and GPUs are 

becoming more general, but an interesting quote to discuss. The point, to me, is that becoming more general, but an interesting quote to discuss. The point, to me, is that 

creativity should be unfettered by the hardware. The hardware is there for only one 

reason: speed. Otherwise, it gets in the way. However, given “frame rate is key” is the 

major rule, then there’s *lots* of creativity in achieving speed. Even in batch rendering, 

speed is vital.
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Analysis from the Berkeley report cited at end.

An old game I loaded on a new computer gave a warning that my machine wasn’t fast 

enough, because my MHz of the quad core had dropped.
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AVX info is on Wikipedia.
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North Korea’s Arirang festival, 100,000 people train for a year. 

http://www.everyoneforever.com/content/2002-04-30/arirang_festival/http://www.everyoneforever.com/content/2002-04-30/arirang_festival/

Turner Whitted mentioned the idea of a grid of computers, each with a red, green, and 

blue light bulb over it.
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Idea from presentation at http://c0de517e.blogspot.com/2008/07/gpu-versus-cpu.html 

– clever way to talk about it.– clever way to talk about it.
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ATI Fusion: one effort replaces one or two of four cores with a graphics core instead. For 

laptops, more about power than anything.laptops, more about power than anything.

If we stop having 
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Autotuning is very interesting for parallelism. One example: Utah’s work in tuning an 

algorithm by autogenerating variants.algorithm by autogenerating variants.

One processor for processing, one for spyware, checking for iTunes updates, etc.

We have the CPU, skipped the DPU, EPU (FPU was used and folded back in) and jumped 

to the GPU, so next is the HPU. Well, there’s also the RPU.
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http://www.pcper.com/article.php?aid=530
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Here’s a hybrid car, but not like a Prius. Any guesses as to what sort of hybrid?

Concept car introduced in 2008. $1.4 million. I love that it’s a convertible. More photos Concept car introduced in 2008. $1.4 million. I love that it’s a convertible. More photos 

at http://www.carzi.com/2008/02/25/squba-underwater-car-by-rinspeed-photos-

video/. That said, 4 mph as a boat, 2 mph underwater (75 mph on land).
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My concern is that ray tracing as an optional frill doesn’t seem likely to survive.

Another point here: ray tracing can’t expect but a few transistors to be spent on it.
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We always forget something, when predicting. In older science fiction stories people will 

be running around with ray guns, but still be using old-fashioned radio sets.be running around with ray guns, but still be using old-fashioned radio sets.
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What resolution? How much antialiasing? With motion blur and depth of field? At what 

quality? There are a few gigabytes of textures in A Bug’s Life in a typical scene, so we’re quality? There are a few gigabytes of textures in A Bug’s Life in a typical scene, so we’re 

not there yet.
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It all comes down to economics: if it’s more cost effective and more money can be made 

by doing it, it’ll (eventually) get done.by doing it, it’ll (eventually) get done.
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